
Data Collection Modules for the PHENIX ExperimentC.Y. Chi, B. Cole, J.L. Nagle, W. Sippach, W.A. ZajcNevis Laboratories, Columbia UniversityAbstractThe data acquisition (DAQ) system for the PHENIXexperiment is designed as a pipeline system withsimultaneous triggering and readout. The maximumaverage level-1 (LVL1) trigger rate is 25 KHz. The DAQsystem consists of Front-End Modules (FEM's), a level-1(LVL1) trigger, data collection modules (DCM's), timingsystems, slow controllers and an event builder (EVB).The data collection modules have the responsibility ofcollecting uncompressed LVL1 trigger event fragmentsfrom the FEM's. The DCM's provide bu�ering for upto �ve LVL1 events. The DCM's also perform zerosuppression, error checking, data reformatting andoutputting data to the event builder. In addition to theFEM data, the DCM's also receive primitives from LVL1trigger system. These primitives are used for alignmentchecking on the FEM data packet. Additional triggerprimitives can also be generated together with the FEMdata. The DCM is hosted in VME64X crate. VME isused as a means for maintenance and slow control. Datacollection within the crate is done through a privatedata-way in P0 space.I. IntroductionPHENIX is a one of the two large apparatusexperiments to make use of the Relativistic Heavy IonCollider (RHIC) at Brookhaven National Laboratory.PHENIX is designed to make measurements on a varietyof colliding systems from proton on proton to Au on Au.The occupancy in the detector varies from few trackstotal (in p+p interactions) to 10% of all detector channels�ring in central Au+Au interactions. The beam crossingclock in the collider will run at 9.43 MHz. At the fullbeam rate, PHENIX will have a data rate of 2.4 GBytesper second after zero suppression of all detector systems.The relations between colliding system, data rate anddata size are shown in Figure 1. The front end electronicsdesign is heavily inuence by considerations of proton onproton running where the interaction rate is expectedto be approximately 10 MHz (at 10 times upgrade-ableluminosity). In Au on Au collisions the interaction rateis 13 KHz with a 2.5% estimated detector occupancy.The back end of the system must be able to process thislarge data volume. The heavy colliding systems presentconditions that large scale high energy experiments donot encounter. These considerations inuenced our designin having in the DCM's a large amount of processing

power and a bu�er pipeline system.
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Fig. 1 The relations between collding system, data rate anddata sizes.II. Data Collection ModulesThe experiment has roughly 0.3 million channels ofelectronics. The signal recording methods vary from Y/Ndiscriminators to 40 MHz 5 bit non-linear ash ADC's toAnalog Memory Units (AMU's). The front-end electronicsare mostly mounted on the detectors which presentslimited access constraints. The FEM's continuouslysample the signals and store them in either digital oranalog memory. After they receive a LVL1 trigger, andafter a four microsecond latency, the corresponding eventis transferred to the DAQ system. The maximum averageLVL1 trigger rate is set to 25 kHz. In order to furtherincrease the trigger e�ciency, the system is designedto continuously record the signal while digitizing andtransferring the accepted events. Under these conditionsthe FEM's have to bu�er �ve accepted LVL1 events.Because there is limited space and signi�cant coolingconstraints, we have decided that the FEM's will act asslaves. The FEM's will not perform zero suppression on theaccepted LVL1 event. The data passed out of the FEM'swill be �xed formatted and transmitted by optical �ber atdata rates up to Giga-bits per second. In order to achievethis high bandwidth, ow control on the FEM's will onlyrely on regulating LVL1 triggers. The FEM's will transfer



data after receiving a LVL1 trigger. Once the DAQ systemis full, the DCM's will be responsible for the bu�er resetof the FEM's data after stopping LVL1 trigger.The DCM data ow logical block diagram is shownin Figure 2. There are �ve major logical units: thecompressor, the DSP block, the VME interface, the LVL1interface and the data output port. Each DCM containsfour compressors and DSP modules. There is a �fth DSPused to merge data from four compressors.
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Fig. 2 Logical block diagram of DCM data ow.Unlike the event builder and higher level triggers, theDCM is viewed as a module attached to a speci�c FEM.The design has to able to handle the highest possiblefuture data rate. The decision was made to use an (�eldprogrammable gate array) FPGA as the computer enginefor building di�erent types of compressors. The DSP'sare used to handle data formatting, error detection andre-normalization after zero suppression.A. Compressor PortsThe DCM's perform zero suppression by comparingdata with pre-set threshold values. During the normalrunning conditions, only data above the threshold willbe kept. The data transfer rate between FEM and DCMis two or four times the beam crossing clock, i.e. 18.8or 39.6 MHz. The data words are either 16 bits or 20bits wide. This data transfer rate is faster than most ofcommercial DSP's can handle. However, it is still withinthe FPGA technology ability. There four di�erent typesof zero suppression algorithms. The compressors are builtas daughter cards to achieve uniformity of the remainderof the DCM board and easy upgrade. AMP 0.8 mmfree height 100 pin connectors are used to connect thedaughter cards to the main board. The analog memoryunit (AMU) type readout will be discussed below.The AMU's record input signals in an array ofcapacitors. The array serves both for a LVL1 trigger delayand for bu�ering of accepted LVL1 data while waiting fordigitization. After receiving a LVL1 trigger, the charge oncorresponding capacitor is digitized. Di�erent capacitorsin the AMU array will have slightly di�erent pedestals.The PHENIX AMU system has 64 capacitor cells in eacharray. In the DCM, corrections need to applied beforethreshold values can be compared. The capacitor cellnumbers are part of FEM data packet.The compressor port in the DCM consists of optical

receiver, HP GLINK receiver, dual-port memory andcompressor FPGA. One list memory and pedestal tableare also built into the compressor daughter card. Data isstored in the dual-port memory after being received fromoptical link. The dual-port memory has 4k and is dividedinto 2 pages, one for the incoming data while previousevent, that stored in the other page, is being processed.An 8K by 16 bits list memory is used by the compressorFPGA to re-group data in the dual-port memory. Thelowest 12 bits of the 16 bits data �eld serve as the dualmemory address. The upper 4 bits are used as a label toclassify the data. The re-ordering feature is important inorder to provide de-coupling of the FEM's and DCM's onthe exact data order. The label in the list memory mergedwith the data from the dual-port memory classi�ed thedata into the compressor FPGA as well as DSP.The compressor FPGA uses channel number, throughan incremented counter, and the AMU cell number,contained the data stream, to address the pedestalmemory table. The pedestal value will then be removedfrom then data. The result will compare to the thresholdvalue as a function of channel number. An ALTERAFLEX 10K20 208 pin package is used as the zerosuppression engine. The internal memory inside theFPGA is used for the threshold memory table with amaximum size of 512K by 12 bits. The pedestal memorycarries 32K by 8 bits. The system will run at 20 MHz.B. DSPWe chose to use the Analog Device SHARC DSP.SHARC DSP's have the advantage of high speed hostports, six 4 bits wide link ports, and 2 serial ports. Thetotal I/O bandwidth is 40 Megawords/second among allI/O ports. We also make advantage of the large internalmemory, both for program and data bu�ers. The 21062SHARC DSP is chosen in our case. It has 2 Megabitsof dual-port memory. The internal DMA controller anddual-port memory allow the computing unit to operateindependently of the I/O. In order to run the compressorport at speed, there is no backow control. Carefulcalculations in addition to developing a testing boardstations was important to check this feature.The SHARC DSP's also provide bu�ering for �ve FEMdata events. This enables us to avoid providing high speedmemory on the compressor board. A ring bu�er and anautomatic DMA chain are used inside the DSP. Busies willbe raised once the DSP has less than six uncompressedevent bu�ers. The DSP's have four user de�ned ags. Oneof these ags is used as the "busy."The link ports are 4 bits wide and run at a maximumspeed of 40 MHz. This translates to 5 Megawords persecond for the case of 32 bits word transfer. The inputlink port speed is controlled by the sender. The outputside is controlled by the DSP clock. Link port 2 is usedfor receiving LVL1 information. The VME interface usesports 3 and 4 to read/write data into the DSP. Link port4 is used, through an FPGA interface, to boot the DSP.



Both the LVL1 data link port and VME input link port areslowed down to reduced the ringing. Link port 5 is used totransfer data between the compressor port DSP and theextra DSP which merges data from the four compressorport DSP's. This limits the average compressor outputport to 5 Megawords per second.C. LVL1 PortThe LVL1 trigger system sends its summary datapacket, as well as various clock counters and scalars, tothe DCM system every LVL1 trigger. The LVL1 data are16 bits wide with 1 address tag bit. This data packet isdivided into many sub-packets separated by an addressword. The address word is recognized by the addresstag bit. The upper 8 bits of the address word containsub-packet identi�er information. The lower 8 bitscontain the lower 8 bits of the global event counters.The DCM's �lter the LVL1 data word by the upper 8bits of the address word plus the word position in thepacket. The LVL1 data is then received by the cratepartition module. It sends data to the DCM through thebackplane by a token passing method. The maximumbackplane transfer rate is 20 MHz. The DCM's useALTERA 7K 128 cell FPGA + 64Kx1 SRAM to receiveLVL1 data with a short FIFO to back it up. The �lteralgorithm uses the address word of the packet (8 bits)plus the word counter in the sub-packet (8 bits) as theaddress word of the 64Kx1 SRAM table. The output ofthe table, one bit Y/N, will determine whether the datawill be passed or not.The �ltered data is passed to a FIFO. The data is thenbroadcast to the four DSP's on the DCM board throughlink port 2. One FPGA is used to interface the FIFOand the four DSP's link ports. Figure 3 shows a blockdiagram of both the DCM-VME and LVL1 interface.One of the LVL1 data sub-packets contains the eventcounter. By comparing this event counter with FEMevent counter contained in the data packet, the DSP'sare able to check data alignment within the system. TheDSP's use compressed FEM data and LVL1 data inorder to re-normalize the FEM data and calculate triggerprimitives for the higher level trigger.D. VME InterfaceThe DCM's use VME as the path for down loadingand slow control/read back. The host interface on theDSP's is used for event data path. The communicationfrom the VME controller to the DSP's has to use the linkports. On each DSP, one port is set up to be the readport and one port is set up to be the write port. One240 Pin ALTERA FlEX 10K20 chip is used to interfacebetween VMEbus and the DSP link ports. The DCMinterface uses VME A24 D16 transfers with a user de�nedaddress modi�er code. The 24 bits on the address �eldare decoded into three portions: bit 23 is the broadcastbit, bits 22-18 are the geometric address word, and bits17-14 are use as a command code. Commands fall into
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Fig. 3 Block diagram of DCM-VME and LVL1 interfaces.three class: reading the board status, de�ning which DSPthe interface is connected to, and reading/writing datato a DSP. The SHARC DSP's use 32 bits data and 48bits program instruction words. It takes two or three 16bits operations to communicate one DSP word from thecontroller.Unlike most of the commercial VME boards, the cratecontroller and the DSP exchange information throughan interface FPGA. The real communication betweenthe DSP's and the VME controller is through the FPGAprogram. This feature provides exibility, but it lacks theability to directly probe the DSP memory. The VMEinterface FPGA also connects to an EPROM during thepower up. A 64kX8 bits EPROM is used. The EPROMcontain both DSP 1-4 program and 5th DSP program.E. Output PortThe �fth DSP collects data from compressor port DSP's(1-4) through link ports. It re-formats the data beforesending it out. An ALTERA 7K 192 cell FPGA is used tointerface the DCM board with the P0 dataway. The tokenpassing method is used to pass data in the dataway. Thisallows output data to get built in the right order with theminimum overhead. The DSP host bus is used to connectto the FPGA. Because of the bandwidth sharing betweenlink ports and host bus, the maximum bandwidth will besomewhere around 20 Megawords per second, if the inputlink port is running at full speed, with 40 Megawords persecond burst speed.F. DCM CrateThe DCM boards have a 6U X 280 mm VME formfactor. The P0 connector in the VME64X backplane isused as a token passing 32 bits dataway. Eight signalsincluding Strobe (clock), Valid, Token and Hold are usedin controlling data from one DCM to the next DCM.The dataway is design to run at 40 MHz. The token



passing scheme enables the events to be built in the rightsequence and at high bandwidth. Similar structure is alsoconstructed in the P2 user de�ned space for passing LVL1trigger primitives. Due to the lack of power provided tothe VME backplane, 7 additional power pins are placed inP2 user de�ned space. Busies are also done in the similarfashion. A partition board is used to interface the crate tothe Event Builder and LVL1 trigger system. This boarddetermines how the DCM's get the partition in terms ofdata ow. Figure 4 shows a block diagram of the DCMcrate.
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BusyBusyFig. 4 Block diagram of DCM crate.III. Recent ProgressThe DCM board and two di�erent compressordaughter boards have been fabricated. The AMU typecompressor board and main board have been veri�edexcept for the data output through the P0 connector. Amodi�ed VME64X backplane will be ordered soon.IV. References[1] PHENIX Conceptual Design Report[2] Analog Devices SHARC User Manual[3] ALTERA FPGA Databook


